Stuart Golodetz





Monday 1pm-2pm





Marker: Ross Duncan

The Logic of Multi-Agent Information Flow

Homework 4
1.

(a)

No, they're not isomorphic. For one thing, there's a state s in the top one such that s Rc s

but there's no state s' in the bottom one such that s' Rc s'. No matter how we rename the

states, there will never be such a state in the bottom one. If we were looking for other reasons,

we could also say that there's a state with a b loop in the bottom one but not one in the top one,

etc.

(b)

Yes, they're bisimilar. See separate sheet for labelling.

Conditions (for states in both systems):

All states labelled 1 |= p

All states labelled 2 |= p

All states labelled 3 |= ¬p

All states labelled 1 have an a transition out of them to a state labelled 3

All states labelled 1 have a c transition out of them to a state labelled 1

All states labelled 1 have no other transitions

All states labelled 2 have a b transition out of them to a state labelled 1

All states labelled 2 have no other transitions

All states labelled 3 have an a transition out of them to a state labelled 2

All states labelled 3 have a b transition out of them to a state labelled 3

All states labelled 3 have no other transitions

(c)

We first note that if we can find such a system, it must be bisimilar to both

original systems since bisimilarity is an equivalence relation.

It turns out that we can find such a system. See separate sheet.

2.

(a)

(The separate sheet contains a sketch of the situation).

Yes, they're bisimilar. The bisimulation relation in question is:

{(1,1), (2,2), (2,3), (4,6)}

(b)

No, they're not bisimilar. A distinguishing sentence would be:

φ = [a](¬p -> <a>q)

Then 1 |=S φ, for if we take an a to 1, then 1 |=S <a>q (namely via 1 -a> 2),

if we take an a to 2 then 2 |=S <a>q (namely via 2 -a> 2) and if we take an a

to 4 then ¬p if false and hence the implication is vacuously true.

However, state 1 in T does not satisfy φ, for if we take an a to 3, then

3 doesn't satisfy ¬p -> <a>q, since it satisfies ¬p but not <a>q.

Note: An equivalent sentence would be [a](p v <a>q). That might be clearer, actually.

(c)

No, they're not bisimilar. A distinguishing sentence would be:

φ' = <b><b><b>p

Then 1 |=T φ', for 1 -b> 2 -b> 3 -b> 6 and 6 |=T p.

However, state 1 in S doesn't satisfy φ, for there is no sequence of 3 b's in

the system, let alone one which ends up at a state satisfying p.

3.

(a)

Let H' = H ^ ¬T and T' = ¬H ^ T.

θs = H' ^ □*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT'))

This reads:

If we're at state s, H is true and T isn't, and it's common knowledge that either

H is true and T isn't or vice versa and it's common knowledge that A, B and C don't

know what the actual state is, i.e. they know H' and T' are both possible. Note that

we don't explicitly need to say things like □*(¬(H' ^ T')), because H' ^ T' = (.

θt = T' ^ □*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT'))

This says the same, effectively, except that in state t, T is true and H isn't.

(b)

Take any state s' in the model S' which satisfies θs. We have to show that (s',s)

is in a bisimulation relation R between S' and S1.

1) For all atomic facts p <- {H,T}, s |= p iff s' |= p.

Well this bit's not too bad at least. Since s |= θs, s |= H' and thus s |= H and

s |= ¬T. But s' |= θs as well, so s' |= H and s' |= ¬T, i.e. s satisfies H and T

exactly when s' does.

2) For all actions a, if s -a> u, then there is some u' such that s' -a> u'

and u R u'.

As per the question, we're only going to check things for one agent, namely A.

We know that there are exactly two A transitions from s, one back to s and one to t.

(i)

If we go back to s (i.e. u = s), then there is certainly some u' s.t.

s' -a> u' and u R u', for s' satisfies θs and hence:

s' |= H' ^ □*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT'))
(*)

=> s' |= □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT'))

=> s' |= ◊AH'

Furthermore, the line (*) also implies that:

□A(□*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT')))

since □* => □A□*
So s' |= ◊A(H' ^ □*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT'))), i.e. s' |= ◊Aθs.

So if we let u' be the state in that satisfying θs, then (S',u') ~ (S1,u).

(ii)

If we go instead to t (i.e. u = t), then there is certainly some u' s.t.

s' -a> u' and u R u', for s' satisfies θs and hence:

s' |= H' ^ □*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT'))
(*)

=> s' |= □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT'))

=> s' |= ◊AT'

Furthermore, the line (*) also implies that:

□A(□*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT')))

since □* => □A□*
So s' |= ◊A(T' ^ □*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT'))), i.e. s' |= ◊Aθt.

So if we let u' be the state in that satisfying θt, then (S',u') ~ (S1,u).

3) For all actions a, if s' -a> u', then there is some u such that s -a> u and u R u'.

s' |= θs
=> s' |= □*(H' v T')

=> u' |= H' v u' |= T'

Furthermore, u' |= □*(H' v T') ^ □*(^[X <- {A,B,C}] (◊XH' ^ ◊XT')) for exactly the same

reason as in part (2), so u' |= H' <=> u' |= θs and u' |= T' <=> u' |= θt.

(i)

If u' |= θs then just pick u = s.

(ii)

If u' |= θt then just pick u = t.

So θs would appear to be a characteristic formula. The direct proof that θt is a characteristic

formula would be exactly the same, but with some Hs and Ts swapped.
