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Networks and Operating Systems

Tutorial 1

Question 1

Over what sort of distance does an undergraduate with a bicycle and a pocket full of CDs have a higher bandwidth than an ethernet connection from her room in College to the Solarium in the Thom building?

Answer:

We'll start by making a number of assumptions in order to give us some figures with which to work:

* The amount of data on a CD is roughly 650 Mbytes

* All her CDs are full of data(!)

* She has an average-sized pocket which can maybe hold about three CDs

* She cycles at roughly 5 m/s (just under 20 km/h)

* The bandwidth of our ethernet connection is 100 Mbps

Well, 650Mbytes = 650*8 Mbits = 5200 Mbits.

And if she's carrying three CDs, she has 15600 Mbits.

Suppose she travels a distance d metres. Then it takes her d/5 seconds to get there and her bandwidth over that journey was thus 15600*d/5 Mbps, which is 3120*d Mbps. We want to determine d such that:

3120d > 100

So d > 0.03m (1 SF)

Question 2

Besides bandwidth and latency, what other parameter(s) are important in determining the quality of service available on a digital channel carrying voice signals (such as 'voice over IP' telephony)?

Answer:

The extent to which frequency-dependent attenuation and noise affect the carried signal.

Question 3

A factor in the delay of a store-and-forward packet-switching system is the time it takes to store and forward each packet through a switch. Is a delay of 10 microseconds through a switch likely to be significant in the response time of a system at CERN in Geneva being used by someone in Oxford?

Answer:

Probably not. If you use tracert to trace the route to somewhere, you usually don't end up with a large number of hops (quite a lot of the time, it's under 30). Now 30*10-5 seconds = 3*10-4 seconds, which frankly isn't an awful lot.

Question 4

A message is transmitted in blocks of nk bits, thought of as an n by k block with parity bits assigned to each row and column ('horizontal and vertical' parity). Suppose all errors amount to inverting single bits. What is the minimum (non-zero) number of errors than can happen for the existence of an error not to be detected? If that number of errors happens, what is the probability that they will go undetected?

Answer:

There must be an even number of errors on each row and in each column for the error to go undetected. The minimum number of errors is thus four, with two bits on one row and the corresponding bits on another row being inverted.

To work out the probability that they will (all) go undetected (in other words that no errors will be detected):

We aim to determine the probability that if we pick any four bits to invert, they will form a rectangle. The probability that the second bit

is on the same row as the first bit is (n-1)/(nk-1). The probability that the third bit is not on the same row as the first bit but is in

the same column is (k-1)/(nk-2). Finally, the probability that the fourth bit is in exactly the right place to complete the rectangle is

1/(nk-3). The probability we want is therefore:

(n-1)*(k-1)/((nk-1)(nk-2)(nk-3))

Except…that it’s not, because we could pick them in any order. So we divide by 3!, giving us:

((n-1)*(k-1)/((nk-1)(nk-2)(nk-3)))/6

This is roughly 1/(6(nk)2), since the top is roughly nk and the bottom is roughly 6(nk)3.
Question 5

Sketch the Manchester encoding, and the differential Manchester encoding, for the bit stream 0001110101. Assume that the line starts off in a low state.

Answer:

See attached sheet.

Question 6

What is the baud rate of the standard 10 Mbps ethernet?

Answer:

According to Tanenbaum p.275, "All Ethernet systems use Manchester encoding due to its simplicity." Well, Manchester encoding requires two signal changes per bit, so a 10 Mbps ethernet connection has a baud rate of 2*107 = 20 Mbaud.

Question 7

Compare the delay in sending an x-bit message over a k-hop path in a circuit-switched network with a (lightly loaded) packet-switched network. The circuit setup time is s, the propagation time is d per hop, and the packet size is p bits, and the data rate is b bits per second.

Under what condition does the packet network have the better delay?

Answer:

In a circuit-switched network, the delay in sending the message is:

(s + x/b + kd) seconds

since it takes s seconds to set up the connection, x/b seconds to transmit x bits at b bits per second and kd seconds for the data to propagate over k hops each with a propagation time of d seconds.

In a packet-switched network, by contrast, the delay in sending the message is:

(ceil(x/p)*p/b + kd) seconds

since there are ceil(x/p) packets (we're assuming all packets are p bits long) each of length p bits, and there's no setup time.

Note that we are given that the network is lightly loaded, which we can assume means that there are no queuing delays during the transmission of the message.

The packet network has the better delay when:

ceil(x/p)*p/b + kd < s + x/b + kd

ceil(x/p)*p/b < s + x/b

(ceil(x/p)*p - x) / b < s

We can interpret this to mean that either:

(i)  x mod p = 0 (x is a multiple of the packet length), whence the LHS is 0/b, which is less than s unless s is 0 (which never happens, more’s the 
     pity). So in this case, the packet network always has the better delay.

(ii) x mod p /= 0 (x is not a multiple of the packet length), whence we have to send at least one packet which is not full (having length x mod p). 
     In this case, the total amount of data we're sending is (x - x mod p) + p. To see this, consider:

Let x = ap + b for a and b such that 0 <= b < p. Then if b /= 0, we must send (a+1)p bits, which is (x - b) + p bits, which is (x - x mod p) + p bits.

     For the packet network still to have the advantage, the time to send the extra bits, namely (p - x mod p) / b, must be less than the setup time 
     for the circuit-switched network.

Fairly Important Note:

In practice, each packet will have a header (and possibly a checksum) transmitted with it, so we'll need to use more packets overall. I suspect this actually affects things in quite a big way, but there's no information to use as to how large the headers would be, so I've assumed there aren't any.

Question 8

Why is the Cyclic Redundancy Check almost always in a trailer, rather than a header?

Answer:

I'm not entirely sure, but if I had to hazard a guess, I'd suggest the following thoughts:

* There's no point in having the CRC when you haven't got the frame yet.

  - Suppose the network was liable to crash a lot. You'd rather have the frame first, then the CRC if the network hasn't already crashed by then.

* The CRC varies in length, whereas often one wants a header to have a fixed size. Putting the CRC in the header would mean that the size of 
   the header would vary.

* By putting the CRC in the trailer, you can send the same data to something which doesn't expect a trailing CRC as to something which does. If 
   you send data with a CRC in the header to something which is expecting a header without one, bad things will undoubtedly happen.

Question 9

Ethernet frames are required to be at least 64 bytes long. About how long is that (in metres) when the frame is transmitted on a single very long piece of coaxial cable at 10 Mbps? What about transmission at 1 Gbps?

Answer:

As noted in Tanenbaum, p.277, the minimum frame must take a time to transmit which is at least the length of the round-trip between stations in order to avoid collision detection issues. The graph on p.55 of the notes (and p.131 in Tanenbaum) shows the relationship between bandwidth and distance. At 10 Mbps, the distance is roughly 2500 metres (judging both by the graph and by what it says on p.277 of Tanenbaum), so the

length of the round-trip is roughly 5000 metres, which is thus the length of the frame in that case.

The 1 Gbps case is complicated by the fact that the graph doesn't go that far up! But if we look at the graph, it appears to be "roughly" a y = k/x graph for some constant k. Closer inspection seems to confirm this - take a few points on the graph, like:

(1000,25)

(2500,10)

It's not quite a smooth graph, since it looks like it drops off a bit as the distance gets larger, but it'll have to do since we don't have anything else to go on!

So:

1 Gbps = 1000 Mbps (not 1024 in this case, as far as I can make out)

So we want a distance d s.t.

d*1000 = 1000*25 -> d = 25 metres

Thus the round-trip distance is 50 metres, which is the length of the frame in the 1 Gbps case.

Question 10

Best estimates are that there were about 108 internet-connected devices at the turn of the millenium, and that the size of the network doubles every eighteen months. If this goes on, how big will the Internet be in 2010? Do you believe this? (Why? Why not?)

Answer:

108 * 2(10/1.5) = 1010 devices (to the nearest power of 10)

Whilst the experiences of those who've said things like "Computers won't catch on" are something of a cautionary tale for sceptics, I'm still not inclined to believe the calculated figure. The number of possible IP addresses (until IPv6 is widely used) is only something like 2564 = 4294967296 = 4*109 (nearest 109).

