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1.

See p.475 in AIMA.

1) P(toothache) = 0.108 + 0.012 + 0.016 + 0.064 = 0.2

2) P(Cavity) = <0.108 + 0.012 + 0.072 + 0.008, P(¬cavity)> = <0.2, 0.8>

3) P(Toothache|cavity) = <P(toothache|cavity), P(¬toothache|cavity)>

P(toothache|cavity) = P(toothache ^ cavity) / P(cavity) = (0.108 + 0.012) / 0.2 = 0.6

So P(Toothache|cavity) = <0.6, 0.4>

4) P(Cavity|toothache v catch) = <P(cavity|toothache v catch), P(¬cavity|toothache v catch)>

P(cavity|toothache v catch) = P(cavity ^ (toothache v catch)) / P(toothache v catch)

= P((cavity ^ toothache) v (cavity ^ catch)) / P(toothache v catch)

= (P(cavity ^ tootache) + P(cavity ^ catch) - P(cavity ^ toothache ^ catch)) / (P(toothache) + P(catch) - P(toothache ^ catch))

= ((0.108 + 0.012) + (0.108 + 0.072) - 0.108) / (0.2 + (0.108 + 0.016 + 0.072 + 0.144) - (0.108 + 0.016))

= (0.12 + 0.072) / (0.2 + 0.216)

= 0.46153846153846153846153846153846

Let's check this by calculating it manually:

P(toothache v catch) = 0.108 + 0.012 + 0.016 + 0.064 + 0.072 + 0.144 = 0.416

P(cavity ^ (toothache v catch)) = 0.108 + 0.012 + 0.072 = 0.192

0.192/0.416 = 0.46153846153846153846153846153846

So it would appear to be ok.

So P(Cavity|toothache v catch) = <0.461538..., 0.538461...>

2.

(a)

We're trying to find P(Play | Outlook, Temperature, Humidity, Wind).

We observe that Bayes' Rule allows us to write:

P(Play | Outlook, Temperature, Humidity, Wind)

= P(Outlook, Temperature, Humidity, Wind | Play) * P(Play) / P(Outlook, Temperature, Humidity, Wind)

= alpha * P(Outlook, Temperature, Humidity, Wind | Play) * P(Play), by viewing the denominator as a

  normalization constant alpha

We're given that Outlook, Temperature, Humidity and Wind are all conditionally independent of

each other given Play, so this is:

alpha * P(Outlook | Play) * P(Temperature | Play) * P(Humidity | Play) * P(Wind | Play) * P(Play)

Now we can estimate all the relevant probabilities from the table given, as we'll do in (b), so we're done.

(b)

Let's start simple:

P(Play = Yes) = 9/14, P(Play = No) = 5/14

Then:

P(Outlook = Sunny | Play = Yes) = 2/9, P(Outlook = Sunny | Play = No) = 3/5

(i.e. P(Outlook = Sunny | Play) = <2/9, 3/5>)

P(Temperature = Cool | Play = Yes) = 1/3, P(Temperature = Cool | Play = No) = 1/5

P(Humidity = High | Play = Yes) = 1/3, P(Humidity = High | Play = No) = 4/5

P(Wind = Strong | Play = Yes) = 1/3, P(Wind = Strong | Play = No) = 3/5

So we have:

alpha * <2/9 * 1/3 * 1/3 * 1/3 * 9/14, 3/5 * 1/5 * 4/5 * 3/5 * 5/14>

= alpha * <1/189, 18/875>

We want alpha/189 + 18*alpha/875 = 1. So 875*alpha/(189*875) + 18*189*alpha/(189*875) = 1.

So 4277*alpha/(189*875) = 1. So alpha = 189*875/4277. This gives us:

<875/4277, 3402/4277>

So the probability of play on day 15 is 0.20458265139116202945990180032733.

3.

This is known as the prosecutor's fallacy. Assuming the expert is correct, it's the case that the

probability of the DNA evidence being there if the suspect is innocent is 0.00001, or 1 in 100000.

Mathematically, we have that:

P(evidence | innocent) = 0.00001

This isn't enough for the judge to convict the suspect! What he should need to know is the probability

that the suspect is innocent, given the evidence presented, i.e. P(innocent | evidence). Only if this

figure is negligibly small should he send the suspect to prison.

Note that by Bayes' rule P(innocent | evidence) = P(evidence | innocent) * P(innocent) / P(evidence),

so, for instance, if the a priori probability that the suspect is innocent is high, it's possible for

P(innocent | evidence) to be much higher than P(evidence | innocent), leading the judge to a far

different conclusion.

How would you argue if you were the counsel for the defence?

Were I the counsel for the defence, I would argue as follows:

The city has 1,000,000 inhabitants. The probability that the evidence is there for a

randomly-chosen inhabitant is 0.00001. So we would expect, on average, 10 people in the

city to have the DNA sequence found. In the absence of any other evidence, therefore,

the probability that the defendant is innocent is actually 90%.

4.

1)

We note that:

P(h|e1,e2)

= P(e1,e2|h) * P(h) / P(e1,e2)

= P(E1 = True, E2 = True | H = True) * P(H = True) / P(E1 = True, E2 = True)

(a)

No.

Although we have P(H) and P(E1,E2), we also need P(E1,E2|H). We can't deduce it from the other information,

since we don't know that E1 and E2 are conditionally independent given H.

(b)

Yes. We've got P(E1,E2|H) and P(H) and P(E1,E2) so we've got all the things in the above formula.

We don't actually need P(E1).

(c)

No. This is a subset of the information we have in (a), so if we don't know enough in (a) then we certainly

don't know enough here.

2)

We note that:

P(E1|H,E2) = P(E1|H)

<->

P(E1,E2,H) / P(E2,H) = P(E1,H) / P(H)

(a)

Yes. We needed P(E1,E2|H) before, i.e. P(E1,E2,H) / P(H).

We make the observation that:

P(E1,E2,H) / P(H) = (P(E1,H) / P(H)) * (P(E2,H) / P(H)) = P(E1|H) * P(E2|H)

Well this is rather fortuitous, since we have the values of P(E1|H) and P(E2|H). So in addition

to what we had before, we now also have P(E1,E2|H) and can do the calculation.

Note that what we were told is equivalent to saying E1 and E2 are conditionally independent given H,

since that's what P(E1,E2|H) = P(E1|H) * P(E2|H) says.

(b)

Yes. The information we had was already sufficient.

(c)

No. For the calculation, we need P(E1,E2|H), P(H) and P(E1,E2). Well we've got P(H) and, as in (a), we

can now calculate P(E1,E2|H). What we don't have is P(E1,E2), nor do we have any way to obtain it.

5.

(See p.533 in AIMA.)

We need a bit of domain knowledge for this one. Accordingly, we note the following, taken from

http://www.athropolis.com/arctic-facts/fact-car-cold-2.htm:

There are three main reasons why your car won't start in icy weather.

(i) Gasoline must be vaporized to burn and it evaporates slowly in the cold.

(ii) Cold oil gets stiff - making it harder for engine parts to move.

(iii) Chemical reactions in cold batteries are slower so the battery produces

fewer electrons - making it too weak for the starter motor.

We thus deduce that IcyWeather affects the Battery and the Gas.

We also note that the Ignition affects the StarterMotor and the StarterMotor affects whether the

engine starts.

These are our motivations for the diagram in (1).

1) See separate sheet.

2)

IcyWeather:

P(IcyWeather) = 0.1

Battery:

IcyWeather
P(Battery | IcyWeather)

T

0.5

F

0.9

Radio:

Battery

P(Radio | Battery)

T

0.9

F

0

Ignition:

Battery

P(Ignition | Battery)

T

0.9

F

0

StarterMotor:

Ignition
P(StarterMotor | Ignition)

T

0.9

F

0

Gas:

IcyWeather
P(Gas | IcyWeather)

T

0.4

F

0.99

Starts:

StarterMotor
Gas
P(Starts | StarterMotor, Gas)

T

T
0.99

T

F
0

F

T
0

F

F
0

Moves:

Starts

P(Moves | Starts)

T

0.99

F

0.01 (it could be on a hill with the handbrake off!)

3.

TODO

4.

Only one, namely the probability of IcyWeather.
